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Abstract

We present a computer program named ANKAphase that processes X-ray inline phase-
contrast radiographs by reconstructing the projected thickness of the object(s) imaged.
The program uses a single-distance non-iterative phase-retrieval algorithm described
in a paper by David Paganin et al. (2002). ANKAphase is designed to be used with
tomography data (although it does not perform tomographic reconstruction itself). It
can process series of phase-contrast radiographs, and if desired, also performs flatfield
and darkfield correction. ANKAphase is written in Java and can either be used as a
standalone application or as a plugin to ImagelJ, a widely-used scientific image pro-
cessing program. We give a description of the program and show example applications.
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1. Introduction

Hard X-ray imaging with high spatial resolution is an established analytical tool for
investigating specimens in two or three dimensions and in a widely non-destructive
manner. Its capabilities can be significantly extended when synchrotron light sources
are employed as higher resolution in space and time as well as sophisticated contrast
modes become accessible. For a brief introduction into the techniques the reader is
referred to the literature, e. g., (Graeff & Engelke, 1991; Stevenson et al., 2003; Ban-
hart, 2008; Stock, 2008).

A simple but powerful approach to access higher imaging sensitivity when using
synchrotron light sources is a technique known as X-ray inline phase contrast or
propagation-based phase contrast: by leaving an appropriate drift space between the
sample and the imaging detector, interfaces within the probed specimen can be visu-
alised. If the X-ray wavefront has a sufficient degree of transverse coherence, Fresnel
diffraction on microscale structures will lead to interference fringes that enhance edges
and interfaces of the sample in the recorded radiogaph (Snigirev et al., 1995; Cloetens
et al., 1996; Nugent et al., 1996; Wilkins et al., 1996). Compared to the conventional
absorption contrast, X-ray inline phase contrast allows studying objects with either
negligible absorption or multi-constituent samples in which the different components
show too similar absorption to be discriminated.

In projection radiographs, for structures whose size d fulfils the condition d > v/ Az
(where X is the X-ray wavelength and z the distance between the object and the
detector plane), the phase-contrast signal can be approximated as the Laplacian of
the wavefront phase profile, V%y¢(.’p, y) (where z and y are the Cartesian coordinates in
the image and/or object plane). Tomographic reconstruction without phase retrieval
yields the three-dimensional distribution of the three-dimensional Laplacian of the

decrement of refractive index, V2, , ,6(2’, v, z') (where 2/, y/, 2’ are the Cartesian coor-
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dinates in the image and/or object plane) (Weitkamp, 2002). While this information is
often useful for visual inspection of the data by a human beholder, any further quanti-
tative analysis that requires segmentation of the tomography volume data is not easily
possible using the plain phase-contrast data. This is because the gray levels within
the different materials regions are not necessarily different; they are just varying at
the interfaces. In other words, there is no direct correlation between the gray level of
a voxel and the material or density corresponding to this voxel. Without the use of
phase retrieval, complex routines need to be developed and applied to make segmenta-
tion possible (Antoine et al., 2002; Socha & De Carlo, 2008). Especially volume image
analysis is required in order to derive statistically relevant information or to approach
more sophisticated problems like potential spatial cross-correlations between different
constituents within the data, cf., e. g., (Zabler et al., 2007; Manke et al., 2007; Stiller
et al., 2009; Ohser & Schladitz, 2009; Rack et al., 2009a; Brun et al., 2010).

A variety of phase-retrieval methods for X-ray inline phase contrast data has been
developed since the mid-1990s. Some of the proposed methods are iterative (Kohn,
1997; Schelokov et al., 2002), but most use analytical approaches. These non-iterative
methods differ in the amount of raw data needed (in particular, many methods require
images taken at different distances z), restrictions on sample composition and/or X-
ray optical properties of the sample, properties of the X-ray beam, and quality of
the reconstruction — in particular, accuracy of the reconstructed phase values and
spatial resolution of the results. Published examples are (Maleki & Devaney, 1994;
Nugent et al., 1996; Cloetens et al., 1999; Gureyev et al., 1999; Schelokov et al., 2002;
Bronnikov, 2002; Paganin et al., 2002; Gureyev et al., 2002; Groso et al., 2006; Langer
et al., 2008).

For the software tool presented here, a single-distance phase-retrieval method devel-

oped by Paganin et al. (2002) was chosen. This particular algorithm was selected
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among other methods that retrieve the phase from radiographs taken at a single dis-
tance because unlike many of these methods, it does not require the sample to show
only negligible absorption. Instead, it assumes that the sample is made of a single
material. This means that retrieval of the wavefront phase ¢(z,y) at the sample exit
plane is equivalent to retrieval of the projected sample thickness t(z,y), as these
two quantities are related to each other by ¢(x,y) = 2mdt(z,y)/A . The algorithm
is derived for monochromatic illumination. Further below we shall demonstrate that
in practice, Paganin’s approach shows substantial tolerance to violation of these two
conditions. The method already demonstrated its high potential for specimens from
diverse scientific fields (Peele et al., 2005; Ohser et al., 2009; Xu et al., 2010; Mayo
et al., 2010; Denecke et al., 2011).

The computer program presented here is a simple but robust tool which runs inde-
pendent of hardware platform and operating system and has an intuitive graphical
user interface. It is our hope that this will make phase sensitive imaging techniques,
including phase reconstruction, available to a wider range of synchrotron users. This
is of particular interest for scientific fields where excellent volume renderings are
required, for example in biology (Westneat et al., 2003; Westneat et al., 2008; Socha
et al., 2007). Furthermore, quantitative volume image analysis will become feasible for
tomographic images acquired via edge enhanced projections without extensive data
pre-processing (Antoine et al., 2002; Martin-Herrero & Germain, 2007). Data taken
in the past without any original intent of phase retrieval may be re-visited for phase
reconstruction. Finally, X-ray inline phase contrast being accessible under moderate
coherence conditions and even with polychromatic radiation, semi-quantitative phase-
sensitive imaging becomes possible at a broader range of synchrotron light sources
(Peele et al., 2005; Cholewa et al., 2007; Kohn et al., 2007; Rack et al., 2010), and

even with specific laboratory sources (Tuohimaa et al., 2007; Boone et al., 2009).



2. Theory

In this section we give a short synopsis of the algorithm used by ANKAphase and first
published by Paganin et al. (2002). We also outline technical aspects related to the

implementation.

2.1. The phase reconstruction algorithm

Although in practice applicable over a wide parameter range, and in particular for
polychromatic radiation and partially coherent illumination, the algorithm is derived
based on the following assumptions:

e The object imaged consists of a single, homogeneous material.

e Monochromatic radiation is used.

e The incident wave is a plane wave or only mildly curved.

e The distance z between the object and the detector plane fulfils the near-field
condition, 1. e.,

< d?/N (1)

where d is the characteristic size of the smallest discernible features in the object,
and ) is the X-ray wavelength. If these conditions are met, the intensity distribution
I(x,y) measured at a single, known distance z between the object and the detector
plane can be used to retrieve the projected thickness t(x,y) of the object (or, which

is equivalent, the projected phase shift of the X-ray wavefront) using the relation

b [ PGy To(ay)]
t(w,y)— ul <}— [14-25#_1 \/WD ’ (2)

Here,  and y are the Cartesian coordinates in the image and/or object plane, u
is the linear attenuation coefficient of the object material, F and F~! are, respec-
tively, the forward and backward Fourier transform operators, I(z,y) is the intensity

distribution in the phase-contrast radiograph, Iy(x,y) is the incident intensity with-
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out object at the position the detector, ¢ is the decrement from unity of the X-ray
refractive index of the object material, u,v are the complex conjugate coordinates of
x and y, and z is the object-detector distance. The quantities § and p are related to

the complex-valued X-ray refractive index n by
n=1-6+ip (3)

with i? = —1 and p = 473/)\. Both 3 and § are dimensionless real numbers.

2.2. Flatfield and darkfield correction

In a real X-ray imaging system, the background signal (i. e., signal recorded if no
object is in the beam) is generally not uniform. This can be due to inhomogeneities in
the X-ray beam intensity distribution or to non-uniform detector response (caused, for
example, by vignetting or varying pixel sensitivities), or both. It is therefore generally
necessary to normalize each radiograph by an image of the beam without the object.
This is called a flatfield correction. Also, in each image recorded with the detector, the
offset signal recorded when no photons hit the detector (dark signal) should be sub-
tracted from the image before further processing (darkfield correction). The corrected

images are

A I(I‘,y) _ So(may) —Sd(ﬂi,y)
Io(a:,y) Sf(x?y) - Sd(xvy) ’

where S,(x,y) is the image signal measured with the object in the beam, Sq(x,y) is

Ie(z,y) (4)

the dark signal, and S¢(z,y) the flat signal (i. e., the image with the sample removed).
In order to keep the increase of statistical noise introduced by the correction to a
minimum, it is preferable to take a series of flatfield and dark images and average
these before using them for correcting the object images. ANKAphase can perform
flatfield and dark-image correction of the radiographs. It can process series of flatfield
images, as well as series of dark images by calculating, for every pixel, the average

gray value for that pixel, where the averaging is done over all images in the series (but
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separately for each pixel). In doing this, ANKAphase uses median averaging (rather

than the arithmetic mean).

2.8. Boundary treatment

To avoid crosstalk between opposed ends of the images the recorded projections
have to be padded to larger size before applying the phase retrieval algorithm. Without
padding, crosstalk occurs because the convolution of the projection data with a phase-
reconstruction kernel is carried out in Fourier space, so that the convolution is periodic.
Furthermore, padding is required because the fast Fourier transform (FFT) routine
used requires the number of pixels in each dimension to be a power of two.

The images are therefore padded in a two-stage approach. First, the original image
with dimensions (n,, ny) is extended by a margin on all four sides (upper, left, right)

of width

Pimacgin = [%} . (5)

Here, Ax is the effective pixel size of the detector, z the propagation distance and A
the X-ray wavelength. The expression [...] denotes the ceiling operation, which yields
the smallest integer number that is equal to or greater than the argument.

In a second step, the image with the new dimensions (n/, n;), where n, = n; +
2N margin, is further padded so that finally both dimensions are power of two. Each
pixel in the padded area is filled with the value of the nearest pixel in the original
image. The final dimensions of the image are thus n] = exp{(In2)[log, n}|} .

Equation (5) is based on the fact that a point-like feature located near the border
of the input image will create a diffraction pattern consisting of a series of concentric
bright and dark rings. Similar to a zone plate, the width of the outer rings decreases
with their distance to the center of the pattern. Using a detector with a given pixel

size Az, the details of the diffraction pattern cannot be resolved anymore if adjacent
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bright fringes are spaced by less than the size of a pixel. The additional factor of
3 excludes remaining aliasing effects. A detailed derivation of equation 5 is given in

appendix A.

3. Implementation

ANKAphase is written in Java (Java Consortium, 2010). It can be run as plugin to
the the widely-used scientific image processing program ImageJ (National Institutes
of Health, 2010b) or as a standalone application, i. e., without ImageJ running or even
installed. The use of Java as the programming language ensures that the executable
program file in the distribution will run on most or all hardware and software platforms
for which the Java Runtime Environment is available. On computers with multiple
central processing units (CPUs) or with a CPU with multiple cores, images are pro-
cessed using multi-threading, which speeds calculations up by parallelizing certain
tasks.

The graphical user interface is based on the Java packet “Swing”, again to ensure
platform independence. All image processing routines as well as input and output
functions are based on the ImagelJ library ij.jar (National Institutes of Health, 20100).
All calculations are performed in double-precision floating-point arithmetic (8 bytes
per pixel). The output files contain, depending on the user’s choice, integer data of
variable bit depth or single-precision float data. The basic concept of the ANKAphase

software is displayed as a flow process chart in Fig. 1.

4. User interface

A screenshot of ANKAphase running as an ImageJ plugin under Microsoft Win-
dows XP is shown in Fig. 2. The control elements are identical on other platforms and

operating systems. All parameters are accessible in a single control window. Parameter
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names were chosen according to conventions in use at imaging stations of synchrotron
light sources. Therefore, most synchrotron users should be able to handle ANKAphase
with only minor training effort.

ANKAphase identifies the input image files it will process by the directory in which
these files are located. For a given set of images taken under the same experimental
conditions and with the same image dimensions for all frames, it expects all the
projection radiographs to be in one directory, while the series of dark images to be
averaged for the darkfield correction are supposed to be in another directory.

For the flatfield images, ANKAphase foresees two directories: one in which flat
images taken before the acquisition of the projections are stored, and another in which
flats taken after the acquisition of the projections are stored. If two blocks of flatfield
images obtained in this manner are available, ANKAphase will correct the first half
of the projection images using the first set of flatfield images, and the second half of
the projections will be corrected using the second set of flatfield images. Interpolation
between the two is available as an option.

It is the user’s responsibility to ensure that the dimensions and data type of all image
files in the input directories are the same. Leaving other files in the corresponding
directory will prevent ANKAphase from starting to work.

A detailed view of the graphical user interface of ANKAphase is shown in Fig. 3.
The paths to the files containing the raw data can be entered directly or chosen via
the file selection dialog of the operating system. Optional functionality can be turned
on and off through check boxes. In this way, ANKAphase offers flexibility and can, for
example, even be used to perform only flatfield correction.

ANKAphase recognizes the following file formats, by their file-name extension:
TIFF (8-bit unsigned integer, 16-bit unsigned integer and 32-bit single precision float

format), JPEG (8-bit unsigned integer), PNG (8-bit unsigned integer), BMP (8-bit
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unsigned integer) and the ESRF specific data format EDF (32-bit single precision
float format) (ESRF, 2010). ANKAphase preferably writes output files containing the
results in single precision float format. However, if desired by the user, the results can
also be written out in integer-type data formats. If a file format with an integer data
type is selected, the corresponding parameters for the data reduction (re-scaling and
cropping of saturated values) can be entered manually or determined automatically
by ANKAphase via the individual minimum and maximum values for each calculated
image or the first projection image only.

A standard procedure for processing a set of projections with ANKAphase consists
of entering the required paths as well as the experimental parameters and activat-
ing the flatfield and the phase-retrieval option. Tools to calculate § and S from the
stoichiometry and the density of the sample material are available online (Center for
X-Ray Optics, 2010) or for download (Sanchez del Rio & Dejus, 1998). It is recom-
mended to calculate in a first step only one phase map together with the corresponding
flatfield-corrected projection. If the parameters chosen are appropriate, ANKAphase
should have calculated from the flatfield-corrected fringe image a phase map which
should be nearly void of fringes, cf. Fig.4. Users should keep in mind that the algo-
rithm is suited for quasi-homogeneous objects only, i. e. for objects in which the ratio
of 6 and B is rather constant and only the density changes. Phase retrieval of an
image showing, e. g., an object made of metal and one made of polymer will not yield
a fringe-free phase map. Once the parameters are set, the full set of projection images
can be processed. The number of CPUs used in parallel can be selected by the user.
Memory consumption has to be kept in mind (ANKAphase will stop processing with
an error message when it cannot allocate enough memory).

A few technical remarks: frequently, tomographic scans are saved as file series with

a fixed filename prefix combined with continuous numbering that includes flat and
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dark images. It may be undesirable to move these files physically into different direc-
tories as would be required by ANKAphase. On Unix-like operating systems, a simple
workaround is to create the folders needed for ANKAphase and to fill them with sym-
bolic links pointing towards the corresponding files. If flatfield images were taken not
only at the beginning and the end of a scan but as well in between, series of folders
have to be used. For such cases, ANKAphase has an optional parameter named “Out-
put file start number” that allows to create continuously numbered files containing
the phase maps. Once processing is launched, a file containing settings will be stored
in the output folder. It can later be used to re-load the applied parameters. More tech-
nical details can be found in appendix B and in the ANKAphase user guide included

in the distribution.

5. Examples

In this section, selected examples of phase retrieval applications based on the use of
ANKAphase are shown. While they cover only a small area of the diverse scientific
fields where phase-sensitive X-ray imaging is beneficial, the examples underline the
strength of the algorithm as it can be applied on arbitrarily absorbing samples, in a

quantitative manner as well as on projections acquired using polychromatic radiation.

5.1. Quantitative phase retrieval

In case all of the conditions concerning illumination and sample as listed in sec-
tion 2.1 are fulfilled, equation (2) will yield the projected thickness t(x,y) of the
imaged objects (equivalent to the projected phase shift of the X-ray wavefront). In
order to verify the implementation of ANKAphase, a glass capillary was chosen as a
simple arbitrarily absorbing specimen and imaged with monochromatic X-rays.

In Fig. 4 (top) a flat- and dark-corrected radiograph of this object is shown, obtained
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with the microimaging setup at the beamline ID22 of the European Synchrotron
Radiation Facility (ESRF) (Weitkamp et al., 1999). 17-keV radiation from a Si(111)
double-crystal monochromator (DCM) was used; the relative spectral bandwidth of
the radiation from the DCM is on the order of AE/E ~ 10~%.

For this and all of the following examples, high-resolution detection of the X-ray
images was ensured by a lens-coupled system based on a scintillator screen and a
digital image sensor based on a charge-coupled device (CCD), i.e., by an indirect
detection scheme in which the X-ray intensity distribution is first converted to a
visible-light image that is then magnified and projected onto a digital sensor with a
microscope. This scheme was developed during the 1990s (Bonse & Busch, 1996; Koch
et al., 1998), shortly after scientific-grade CCDs had become affordable. Today such
optical systems can be bought from commercial suppliers such as Optique Peter, Lyon,
France, although high-resolution scintillator screens of high quality remain difficult to
obtain and often still require additional dedicated development by the laboratories
(Martin & Koch, 2006; Martin et al., 2009; Douissard et al., 2010).

For the example in this section, the scintillator was a 6.2-nm-thick GGG:Eu (Eu-
doped GdsGaz0O12) single crystal grown on top of an undoped GGG substrate. It
was positioned 15 mm away from the sample. The light from the scintillator was
projected onto the chip of a FReLoN 2000 camera by a microscope optic consisting of a
10x /NA 0.4 objective and a 2x eye-piece (Labiche et al., 2007; Martin & Koch, 2006).
Since the CCD pixels have a size of 14 pm, the effective pixel size with which the
image was sampled was 0.7 pm. The spatial resolution of this detector configuration
was around 2 pm (verified with an X-ray test pattern by Xradia, type X-500-200-30).

For the phase-retrieval, values of 3 and & corresponding to SiOy (2.4 g/cm?) were
used, obtained from the DABAX database (Sanchez del Rio & Dejus, 1998). The

calculated phase map is shown in Fig. 4 (middle). With the inner and outer capil-
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lary radii known, the projected thickness of the object can be calculated as well. A
combined plot showing the measured projected thickness and the theoretical one are
shown in Fig. 4 (bottom). The agreement between experimental data and theoretical

calculations is remarkable.

5.2. Materials Research

The example shown in this section has a two-fold function as it stands for mate-
rials research as well as for an object where little a priori information about the
exact constituents inside was available: a sample of recycled paper (kindly provided
by the Papiertechnische Stiftung PTS, Munich, Germany). The microstructure of
paper determines important mechanical properties such as its tensile strength or
filtration properties. Therefore, paper microstructure has been studied for a long
time, yet mainly based on two-dimensional imaging techniques such as scanning elec-
tron microscopy. For the study shown here, an X-ray microtomography data set was
acquired in a “local tomography” geometry (with the sample size exceeding the field
of view of the detector), again using the microtomography stage at ID22 of the ESRF
with monochromatic radiation from the crystal monochromator of this beamline. The
X-ray photon energy for this study was 13 keV. The pixel size of the detector was
0.35 pum, obtained through a 20x objective (NA 0.7) and a 2Xx eyepiece that pro-
jected the image from the 3.5-pm-thin LAG:EU (Eu-doped LusgAl50;2) scintillator
crystal onto the CCD detector with 14 pm pixel size (Koch et al., 1999). The spatial
resolution of this detector configuration was around 1 pm (verified again with an X-ray
test pattern by Xradia, type X-500-200-30).

The tomographic reconstruction was carried out using filtered backprojection (Kak
& Slaney, 1988) via the PyHST software package (Mirone et al., 2010).

An example slice reconstructed without prior phase retrieval or other further pro-
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cessing, showing edge-enhancing X-ray inline phase contrast, is displayed in Fig. 5
(top, left). Most of the cellulose fibres are collapsed. This causes the microstructure
to be very irregular. The same data set was then reconstructed using projections to
which phase retrieval with ANKAphase had been applied. The initial parameters for
phase retrieval were estimated via the CXRO online calculator (Center for X-Ray
Optics, 2010) and then optimised manually to obtain images that facilitate interpre-
tation and segmentation in an optimal way. A tomographic slice corresponding to
the one shown in the top left panel of Fig. 5, but reconstructed after phase retrieval,
is depicted in the top right panel of the same figure. Besides the increased contrast
between the specimen and the background, different additives contained in the paper
can now be distinguished. A volume rendering of the segmented tomographic volume
reconstructed from the phase-retrieved projections is shown in Fig. 5 (bottom). The
multi-constituent data set reveals the additives as well as information on the cellu-
lose fiber structure. For the separation, Boolean volume images were created via an
algorithm based on region-growing in combination with a threshold hysteresis (Rack
et al., 2008a). Further details about volume analysis tasks that are relevant for this

type of data can be found in the literature (Antoine et al., 2002; Ohser et al., 2009).

5.3. Life Sciences

The example data shown in this section was acquired as part of a study in which
the morphology of different mosquitoes (genus Anopheles) had to be compared. It
demonstrates that even when polychromatic radiation — here, a filtered white beam
from a bending magnet — is used to illuminate the sample, the algorithm used by
ANKAphase can deliver images of high quality in terms of spatial resolution and
contrast.

The experiments were carried out at the ANKA light source of the Karlsruhe Insti-
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tute of Technology (KIT, formerly Forschungszentrum Karlsruhe), Germany, in col-
laboration with the Entomology Unit and the X-ray Laboratories of the International
Atomic Energy Agency (IAEA Laboratories, Seibersdorf, Austria) and the Atomin-
stitut of the Technische Universitat Wien (Vienna, Austria). The advantage of phase-
sensitive X-ray imaging here is that it allows for probing a sample characterised by
very weak or no absorption contrast. This is generally of interest for radiography of
soft tissue, small animals, and insects, where the available material thickness is not
sufficient to produce satisfactory absorption contrast. Another advantage over X ray
absorption radiography can be minimization of the radiation dose to the sample. The
technique allows the investigation of live animals or the performance of tomographic
imaging with longer exposure time with minimum radiation damage to the other-
wise sensitive and delicate samples (Betz et al., 2007; Socha et al., 2007; Westneat
et al., 2008; Rack et al., 2010).

The tomographic scans were performed at the bending-magnet beamline TopoTomo
of ANKA (Rack et al., 2009b). A white beam from the bending magnet was used,
spectrally filtered only by a 0.5-mm-thick beryllium window, a silicon wafer of 1 mm
thickness, and approximately 1.5 m of air path. The resulting energy spectrum has
its maximum around 20 keV with a bandwidth AE/E of approximately 75%. The
image detector consisted of a 25-pm-thick LuAG:Eu scintillator (grown on a 160-pm
YAG substrate), a 4x /NA 0.16 microscope objective and 2.5 eyepiece, and an “off-
the-shelf” CCD-based camera with an array of 40082672 pixels of 9 um size (PCO,
Germany, model pco.4000). The detector thus operated with an effective pixel size of
0.9 pm. A glass filter (type FGL 495, Schott, Germany) was inserted into the optical
beam path of the microscope in order to block parasitic luminescence from the YAG
substrate (Rack et al., 2008b), which would otherwise have degraded spatial resolution.

The resulting resolution was experimentally determined with an X-ray test pattern
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(Xradia, type X-500-200-30) to be approximately 2.5 pm (Rack et al., 2009b).

The sample-detector distance was approximately 50 mm. 1000 projection images of
the chemically fixed specimen were taken during rotation over a range of 180 degrees.
Here as in the previous examples, standard filtered back-projection tomographic recon-
struction using the software package PyHST was employed.

In Fig. 6 (top, left) an example radiograph of a mosquito head can be seen, dom-
inated by X-ray inline phase contrast. In the same figure, the corresponding tomo-
graphic reconstruction of an example slice without phase reconstruction is depicted
(bottom, left). Various detailed features can be distinguished due to edge enhance-
ment, but the contrast between foreground and background remains poor. For the
phase reconstruction, chitin (C1609N2H1g) with a density of 1.4 g/cm? was assumed
to be the dominating material in order to determine 8 and § (Neville et al., 1976).
In order to obtain phase maps without any remaining edge enhancement, the recon-
struction parameter “X-ray photon energy” was set to 18 keV, which corresponds to
the mean energy as seen by the imaging detector. Furthermore, the parameter “prop-
agation distance” had to be set to 30 mm. The corresponding results can be found in
the right panel of Fig. 6. The phase retrieval introduces significant blurring, as can
be seen in the radiographic projection. However, the tomographic reconstruction after
phase retrieval reveals excellent contrast between foreground and background. Plain
thresholding is now sufficient for segmentation, a volume rendering of the complete
tomographic data set is shown in Fig. 7. Images of this kind are excellently suited to

study morphological details of, e. g., internal mosquito organs by entomologists.

6. Conclusions

ANKAphase has been designed to give a broader community access to phase retrieval

from X-ray inline phase contrast images. To this end, a simple and robust algorithm



17

has been chosen that allows the retrieval of phase maps based on X-ray transmission
radiographs of arbitrarily absorbing samples. The examples shown demonstrate that
even if polychromatic and moderately coherent synchrotron light is used for illumina-
tion, a significant increase in the contrast between foreground and background within
the tomographic images and uniform gray level contrast inside the sample material
can be achieved. Through a graphical user interface, phase retrieval can be performed
with ANKAphase requiring only the parameters of the experimental setup and an
estimate about the constituents of the sample.

The application examples shown demonstrate the value of ANKAphase as a tool that
extends the potential of tomography data dominated by X-ray inline phase contrast
and acquired at a single propagation distance. It is particulary useful for applications
in which subsequent volume image analysis has to be applied, frequently based on the
creation of Boolean volume data (segmentation), as well as for high quality volume
renderings required to study detailed morphological features in three dimensions.

Users of ANKAphase should keep in mind that the algorithm used by ANKAphase
leads to a blurring of the images, as seen, for example, in Fig. 6. Hence, it does
not compete with or replace more sophisticated methods such as holotomography
(Cloetens et al., 1999), which, on the other hand, needs data taken at several different
distances between sample and detector. Blurring can be reduced by choosing shorter
propagation distances than the experimentally true value when setting the phase-
reconstruction parameters. This will allow some edge enhancing fringes to remain and
therefore result in a sharper image. This trick comes at the cost that the resulting
phase maps have no clearly-defined quantitative meaning anymore. Finally, although
this may seem trivial, in order to perform quantitative phase reconstructions in three
dimensions, one has to make sure that the corresponding tomographic reconstruction

software used is working in a quantitative manner as well.
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ANKAphase can be downloaded from the ImageJ plugin web site (National Insti-
tutes of Health, 2010a). The distribution includes a user manual in PDF and HTML

format.
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Appendix A
Derivation of equation 5 (Boundary treatment)

The main purpose of padding the images is to avoid crosstalk between opposed
ends of the projection images, i. e., avoid that features near the opposite border of the
original image show up in the phase-reconstructed images.

Without edge padding, this phenomenon occurs because the convolution of the
projection image with a phase-reconstruction kernel is usually carried out in Fourier
space, so that the convolution is periodic.

The reconstruction kernel will generally include a backpropagation from the detector
plane to the object plane. The (back-) propagation of a point-like feature in the original
image, for example a feature located near the edge of the original image, will create
a diffraction pattern consisting of a series of concentric bright and dark rings. With

increasing distance r from the center of the pattern, the width 9, of the rings decreases
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in the same manner as the zone widths of a Fresnel zone plate, i. e.,!

Op(r) = —. (13)

Note that each of the bright and dark fringes are counted as individual rings; two
adjacent bright fringes are thus separated by 24,..

Using a detector with given pixel size Az, the details of the diffraction pattern
cannot be resolved anymore if adjacent bright fringes are spaced by less than the size
of a pixel. This also implies that the diffraction pattern of a pointlike feature that is
further away from the edge of the field of view than a distance r will not be resolved

at the edge anymore if

20,(r) S Az (14)

By adding a further factor of 3 (to exclude any remaining aliasing effects) to the
requirement expressed in equation 14 and substituting r from equation (13) for rmargin,

we get the requirement that the margin width ryarein should be at least

3z
Tmargin > E . (15)

! Derivation of equation 13: As known (Thompson & Vaughan, 2001), the j-th ring in a zone-plate
pattern has a radius of

ri = Virz+(GA/2)? (6)
Vidz for z> jA. (7

The width of the j-th zone can be approximated by

%

Or; = Ti+1 -7 (8)
= Vi (VitiT-1) )
~ Vir2/(25) (for j>1) (10)
= VAz/(4j) (11)
D/ . (12)

Note that we assumed 1 < j < (z/A) in this derivation. Substituting equation (7) for j, we see that
this assumption is equivalent to Az < % < 22. In practice, these assumptions will always be fulfilled.
This can be seen by substituting » with rmargin from equation (15), which yields 3V Az > Az > 3\ as
another equivalent expression of the assumption. The first condition v Az > Az is fulfilled because if
the pixel size Az were not much smaller than the first Fresnel zone width v/Az, inline phase contrast
could not be resolved in the first place. The second condition Az > 3\ is met even more obviously
because the pixel size will always be very much larger than the X-ray wavelength.
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Since the margin width in units of pixels, nmargin, is related to the width 7margin
expressed in length units by nmargin = Tmargin/ Az, the equation above is equivalent

to equation 5.

Appendix B
Hardware and software requirements

B.1. Platforms and operating systems

ANKAphase being written in Java, it should run on any platform and with any oper-
ating system for which Java is available, including Microsoft Windows, Mac OS, and
GNU/Linux systems. However, the program has so far been tested only on Microsoft

Windows XP and Vista, SuSE Linux, Ubuntu and Redhat as well as Mac OS Snow

Leopard systems.

B.2. Software requirements

In order to run ANKAphase, the Java Runtime Environment (JRE) is required, ver-
sion 1.6 (i. e., Java SE 6) or higher. JRE is available free of charge from Sun Microsys-
tems (Java Consortium, 2010). ANKAphase can be used as a plugin for ImageJ. In
order to do so, ImageJ needs to be installed on the system. Like ANKAphase, ImageJ
is programmed in Java. However, ANKAphase does not need ImageJ to be installed

and will run as a standalone application too.
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Fig. 1. [1-column-span] Flow process chart showing the basic design of the ANKAphase
software as realised in Java (Java Consortium, 2010).




27

»1988 '3ox 'signd Z0%E0g

.&._:. sasayds

|om e L
lelr]e ®|# [@[>[v[N[+ 7 -loooH

digy mopuiay  suibnd  ezAleuy  ssadoud  afew p3 And

g | g

1EJS £

~SnieIs,
[ 1 equinu uels el nding

[ [dms | [ & sndd safieun moys [ [ = [ 7] woysebounawmoe (]
Bupped suewome oN || oo [ mwoy _b_ ;SS}iﬁf wondo fuess

|a] wopiq oeuney |

aseycino|  xyasd apy _ asmolg | |

SUoIINL @) s pxd

AeH Gil| #Beus

OV LT PEZ WD) depnanp inding

ww [ g edueisip

sBumas [easmjal-aseyd

vl [ 19| ‘ewep

6vol, [ £l wwea

:s1ajeweed Juawadxg

sabew) paasinas-aseyd aaes (4]

sofiewy spjay-jey apejodio) ||

o

[H oy [a]

Xewunu sy o3 abews 42ea LIS

oo fuess

sBumas [epuan

|~ wop 41|  euuoy | lepno,  sweidand [ esmeig | | NOG LR PEZIUD|  Hiopanp nding
uﬂﬂn..:_ P2123.4402-Je|) IALS [A]
sbumas pjay-ye|d
[ esmoim | | \@sEUdiaNEa0NIR Y JBRUEKBIVLRBLAIAISUI BUN SIS Kiopoaup safieun z praw-sen [
[Tesmoig | | 1B LPITPET HURD)| AKioyanp sabeu | play-ied [
[Tesmaig | | SHEHE LA PEZ LIRS #03a.p sabeun piau-yeq (4
| esmoxg | | Touthg LT FEZ HURD| Htopanp sabiewy uonaalorg

diey  ai4

Fig. 2. [1.5-column-span] Screenshot of ANKAphase operated as ImageJ plugin under

Microsoft Windows XP.
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Fig. 3. [1.5-column-span| The graphical user interface of ANKAphase. All parameters

can be directly accessed through a single control window.
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Fig. 4. [1-column-span| Quantitative phase retrieval. Top: projetion radiograph of
a glass capillary, taken with monochromatic X-rays of 17 keV and at a sample-
detector distance of 15 mm. The image has been corrected for dark signal and
flatfield-normalized. The grayscale image shows the transmission signal I /Iy, scaled
between 0.4 (black) and 1.3 (white). The length of the scale bar is 200 pm. Center:
image after phase reconstruction with Paganin’s formula. The gray levels represent
reconstructed values of the projected glass thickness between 0 (black) and 0.4 mm
(white). Bottom: section profile line through the reconstructed projection image (at
the position indicated by the dashed white line in the radiograph), and expected
profile (red) for a capillary of outer diameter 0.765 mm and wall thickness 57 pm.
The X-ray optical properties used in the reconstruction were those from the DABAX
database (Sanchez del Rio & Dejus, 1998) for SiOs with a density of 2.4 g/cm? at
17 keV: § = 1.731075, B8 = 5.01 107, Data taken at ESRF-ID22 with an effective
pixel size of 0.68 pm.
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Fig. 5. [2-column-span| Microstructure of a sample of recycling paper. Top: standard
reconstruction dominated by X-ray inline phase contrast (left). It is difficult if not
impossible to distinguish different materials. Right: same slice reconstructed from
phase-retrieved projections processed by ANKAphase. Besides the higher contrast
between the sample and the background, different constituents inside the specimen
can now be distinguished. The bottom image shows a volume rendering of the
segmented tomographic volume data reconstructed from the phase maps. Part of
the cellulose constituent (blue-white) is cropped in order visualise the additives

(green).
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Fig. 6. [2-column-span]| Head of a mosquito, imaged with filtered white beam radiation.
The images in the top row show a selected radiograph dominated by X-ray inline
phase contrast (left), and after phase retrieval (right). The bottom panels show the
corresponding reconstructions of an example slice from the same data set. A volume
rendering based on phase-retrieved tomographic image data is shown in Fig. 7.



32

<
e

Fig. 7. [2-column-span] Volume rendering of a phase-retrieved tomographic data set
showing the head of a mosquito (genus Anopheles), cf. Fig. 6. Volume data of this
kind allow biologists to study morphological differences between individual animals
or different species.

Synopsis

ANKAphase is a computer program that processes X-ray inline phase-contrast radiographs
by reconstructing the projected thickness of the object(s) imaged. The program uses a single-
distance non-iterative phase-retrieval algorithm described in a paper by D. Paganin et al.
(2002).




